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Flow and noise solutions of the two Large Eddy Simulation (LES) approaches are evaluated for the jet 

flow conditions corresponding to a benchmark co-axial jet case from the EU CoJeN (Computation of 

Coaxial Jet Noise) experiment. The jet is heated and issues for a short-cowl axi-symmetric nozzle 

with a central body at a transonic speed. The first LES method is based on the Compact Accurately 

Boundary-Adjusting high-REsolution Technique (CABARET) scheme, for which implementation 

features include asynchronous time stepping at an optimal Courant–Friedrichs–Lewy (CFL) number, 

a wall model, and a synthetic turbulence inflow boundary condition. The CABARET LES is 

implemented on Graphics Processing Units (GPUs). The second LES approach is based on the hybrid 
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Reynolds Averaged Navier-Stokes (RANS)/ Implicit LES method that uses a mixture of high-order 

Roe and WENO scheme and a wall distance model of the Improved Delayed Detached Eddy 

Simulation (IDDES) type. The RANS/ILES method is run on an MPI cluster. Two grid generation 

approaches are considered: the unstructured grid using OpenFOAM utility “snappyHexMesh” (sHM) 

and the conventional structured multiblock body-fitted curvilinear grid. The LES flow solutions are 

compared with the experiment and also with solutions obtained from the standard axi-symmetric 

RANS method using the k- turbulence model. For noise predictions, The LES solutions are coupled 

with the penetrable surface formation of the Ffowcs Williams –Hawkings method. The results of 

noise predictions are compared with the experiment and the effect of different LES grids and acoustic 

integration surfaces is discussed.  

 

I. Introduction 

Development of high-fidelity jet noise prediction models for co-axial jet flows typical of civil 

turbofan engines to complement and potentially replace the existing scaling laws such as those 

suggested by [1],[2], and [3] is of great interest to engine manufacturers. Despite this and in 

comparison with the plenitude of literature on single-stream jet noise [4],[5],[6] the amount of data on 

dual and multi-stream jet flows is much less. Up to present, only a few experimental campaigns have 

systematically studied the dual stream jet noise to provide both the flow and the far-field acoustic data 

for validation of computational methods. One of such databases was generated as the result of the EU-

funded Computation of Coaxial Jet Noise project (CoJeN). The CoJeN jets, whose conditions span 

across a representative range of jet Mach numbers and core stream temperatures were investigated 

using, Particle Image Velocimetry (PIV) [7], the near-field acoustic array technique [8] , and a 

combination of PIV and Laser Doppler Anemometry (LDA) [9]. In addition to the experimental 

investigations, a variety of modeling approaches, ranging from Reynolds Averaged Navier Stokes 

(RANS) to high-resolution methods such as Large Eddy Simulations (LES) were used for the flow 

and noise simulation of CoJeN jet flows [10],[11].  

The use of LES methods has become increasingly popular for high-fidelity jet noise calculations 

since, due to their unsteady nature, LES capture a wide diversity of temporal scales typical of high-
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Reynolds number flows [5],[12]. LES are expensive since the resolution of high frequencies typical of 

noise generation in the initial region of the jet shear layers require very small computational time 

steps while long simulation times are required to capture a sufficient number of time samples of low 

frequency noise for achieving statistical stationarity at low frequencies. The cost is especially high for 

wall-resolved LES methods which remain prohibitively expensive for complex jet flows. A less 

computationally demanding class of the high-resolution jet noise modeling methods is based on Wall 

Modeled LES (WMLES) and hybrid RANS-LES schemes [13]. Still, even in the framework of 

WMLES or Hybrid LES approaches, the cost of solving unsteady Navier-Stokes equations is still 

typically higher in comparison with simpler methods such as Lattice Boltzmann (LBM) [14]. 

Furthermore, the LES remain significantly more expensive than RANS routinely used in engineering 

calculations. Hence, from the practical viewpoint, when the simulation time is an important factor, 

there is a question what is the “value for money” of LES in comparison with the fast-turn-around-time 

RANS methods. For example, the low cost of RANS flow solutions methods explain the popularity of 

low-fidelity methods for coaxial jet flow and noise calculation such as a combination of the RANS 

solutions and the Lighthill acoustic analogy [15] as well as a semi-analytical investigation of the 

hydrodynamic stability and noise generation mechanisms in CoJeN jets [16]. Furthermore, RANS 

solutions of the CoJeN jets were used for noise predictions based on the Goldstein generalized 

acoustic analogy in [18]. Furthermore, when LES is selected as the method of choice for a complex 

geometry like the coaxial jet, practical considerations always include questions on the best grid 

generation strategy and design of appropriate acoustic integration surfaces for noise modelling with 

the FW-H method.   

The goal of the current investigation is to compare computational efficiency of different LES-

based approaches for flow and noise modelling for the same well-documented co-axial jet case 

following the preliminary work presented in [20]. One of the LES methods compared is based on 

explicit asynchronous time-stepping scheme, which uses a hierarchy of local time steps depending on 

the local cell size [28]. The Navier-Stokes solver is based on the Compact Accurately Boundary-

Adjusting high-REsolution Technique (CABARET) scheme [24],[25],[26],[27],[28],[30] which is 

implemented with a wall model [31],[32],[33] and a synthetic turbulence boundary condition 
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[34],[35]. Because of the computational stencil compactness, CABARET can utilse unstructured grids 

with patches of refined isotropic Cartesian meshes as required in the vicinity of viscous boundary and 

jet shear layers [21],[22],[23]. The second LES approach is based on a hybrid RANS-LES method 

[36],[37] which is of Ideal Delayed Detached Eddy Simulation (IDDES)-type [45]. The method 

utilises an implicit time-marching scheme, which allows using a large (global) time step and a mixture 

of the high-order Roe and WENO-type scheme to preserve oscillation-free flow solutions [38]. The 

method is well-suited for high-quality structured multiblock body-fitted curvilinear meshes with a 

refinement in the viscous boundary and jet shear layers. In the wall region, which is defined by a wall 

distance parameter of the RANS-ILES method, RANS equations based on the Spalart-Allmaras 

turbulence model are solved [39]. Similar to the CABARET LES, there is no explicit SGS (sub-grid-

scale) turbulence model used in the RANS-LES method so that the role of SGS is played by the 

scheme viscosity (or flux correction) in accordance with the Implicit LES (ILES) approach. For far-

field noise predictions, the LES methods are coupled to the Ffowcs Williams – Hawkings formulation 

based a permeable control surface with multiple closing disks downstream in the jet flow[19],[12]. 

In addition to the LES solutions, the standard RANS solution will be considered for the same jet 

case. The RANS solution is obtained the axisymmetric Navier-Stokes equations with the k−ω 

turbulence model in ANSYS Fluent based on the recommended set of the turbulence model 

parameters, a body-fitted grid, and a second-order upwind Roe scheme with the standard symmetry 

and pressure outlet boundary conditions. For subsequent far-field noise predictions, the meanflow 

velocity, turbulent kinetic energy, and turbulence dissipation rate solutions of the RANS model can be 

used for predicting the co-axial jet noise, for example, in the framework of the generalized acoustic 

analogy [17],[18]. Hence, one of the aims of the present work is to evaluate the quality of the RANS 

flow solution for the same coaxial jet case: how well the key input ingredients of a subsequent 

acoustic modelling, such as the meanflow velocity and turbulence distribution, can be predicted from 

RANS in comparison with the higher-fidelity (but more-costly) LES methods. 

The selected Operation Point (OP) 1.3 jet case of the CoJeN family corresponds to a well-defined 

dataset including the short-cowl axi-symmetric nozzle geometry, the flow data downstream of the 

central body, and the far-field noise measurements. The experiments were conducted in QinetiQ 
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Noise Test Facility (NTF) at Farnborough, UK. The inner stream of the considered co-axial jet flow is 

heated and issues from the core nozzle at supersonic acoustic Mach number while the outer stream is 

cold and has a subsonic flow velocity. The combination of dual-stream jet parameters leads to 

transonic flow regions emerging in the jet core/bypass stream shear layers, which makes this 

benchmark case challenging for modelling. 

The structure of the current article, which aims to analyse best practices for coaxial jet flow and 

noise simulations, is as follows. In Section II, distinct features of the two LES methods are discussed 

in some details. These include the asynchronous time stepping and the synthetic turbulence inflow 

boundary condition for the CABARET method and the wall distance model of the suggested hybrid 

RANS-LES approach. In Section III, conditions of the CoJeN experiment are given including the 

datum geometry. Two LES grid generation approaches, one is unstructured and the other is structured, 

are outlined. Both of these approaches will be tested on the CABARET LES solver, which is 

amenable to unstructured meshes. The same section also contains details of the Ffowcs Williams – 

Hawkings method implementation. Section IV is devoted to validation of the LES flow solutions on 

different grids in comparison with the experiment, which also includes comparisons with the RANS 

solutions. In Section V, the acoustic predictions based on the FW-H method coupled with LES are 

compared with the experiment to probe their sensitivity to the choice of LES grid and acoustic 

integral surfaces.  

II. Numerical Methods 

The goal of this section is to present characteristic features of the LES methods which have not been 

considered in detail in previous publications. Both LES methods are implemented for the governing 

Navier-Stokes equations in dimensionless variables, which allows for their efficient solution in single-

precision arithmetics without any notable loss of accuracy. In both cases, the laminar viscosity and 

heat diffusion parts of the governing Navier-Stokes equations are approximated with second-order 

finite-volume schemes. Hence, because of the high Reynolds number jet flow of interest, main 

attention is given to the approaches used for calculation of the hyperbolic parts including the 

turbulence modelling and the associated boundary conditions.  
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A. CABARET 

To start with the CABARET method, for advection equation that corresponds, the CABARET stencil 

has one cell in space and time thanks to the use of staggered conservation and flux variables. The two 

variables are marched in time using the information from the previous time steps with achieving the 

second-order of accuracy in space and time. The space-time variables are different in comparison with 

the standard semi-discrete finite-volume schemes, which are based on the computation of 

conservation fluxes through some interpolation between the conservative states. For approximation of 

the Euler part of the Navier-Stokes equations, the CABARET method is implemented using the 

characteristic decomposition approach based on the local Riemann invariants. As a means to provide 

the implicit sub-grid-scale model in LES, CABARET uses a low-dissipative flux correction based on 

the maximum principle. Thanks to its computational stencil simplicity and compactness, CABARET 

is implemented on unstructured hexagonal-dominant meshes of hanging-node type such as 

snappyHexMesh (sHM) provided by the OpenFOAM grid generator. Furthermore, the current 

implementation is performed at a single precision arithmetics and with small memory footprint, which 

makes the CABARET LES feasible for running on Graphics Processing Units (GPUs) thereby making 

advantage of their compact size, moderate cost, and significant number of computing cores. Three 

features of the current implementation of CABARET, which make it to stand out in comparison with 

many other LES methods and also in comparison with the previous CABARET implementations for 

single-stream jet flow and noise [30] are: (i) asynchronous time stepping, (ii) implemented wall 

model, and (iii) synthetic turbulence inflow boundary condition. 

Asynchronous time stepping 

Asynchronous time stepping marches the solution in time with a local time step which is selected so 

that the target Courant–Friedrichs–Lewy (CFL) number is approximately constant for all grid cells 

and corresponds to the optimum value for accuracy. For CABARET, the target CFL number 

corresponds to 0.5, for which the scheme is exact for one-dimensional linear advection equation. The 

asynchronous time stepping algorithm is implemented in accordance with the following procedure 

[28],[29]: 
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At each time step, we calculate the minimum and maximum time steps based on the grid resolution 

and instantaneous flow solutions, 

𝛥𝑡𝑚𝑖𝑛 = 0.5(ℎ𝑞/(𝑢𝑞 + 𝑐))
𝑚𝑖𝑛

 and 𝛥𝑡𝑚𝑎𝑥 = 0.5(ℎ𝑞/(𝑢𝑞 + 𝑐))
𝑚𝑎𝑥

    (1) 

where 𝑐 is the local sound speed, ℎ𝑞 is the characteristic grid cell size, 𝑢𝑞 is the local velocity 

component, and q=1,2,3 are Cartesian coordinates. 

Following the dyadic algorithm suggested in [40],[41], we define 

2𝑀 ≤
𝜏𝑚𝑎𝑥

𝜏𝑚𝑖𝑛
< 2𝑀+1,          (2) 

where 𝑀 is the number of grid cell groups (update groups) which are computed with the same local 

time step. 𝑀 depends on the grid refinement as dictated by resolution requirements in the region of 

large gradients of the flow solution such as near the wall or in the early shear layers.  

Next, we allocate each grid cell to one of the update groups, 𝑚 = 0,1, … ,𝑀, depending the cell size 

and the local flow velocity, where cells at 𝑚 = 0 correspond to the smallest grid region near the wall 

and 𝑚 = 𝑀 is sued for the largest cells away from the turbulent jet flow. Then 𝜏0 = 2𝑀 ∙ 𝜏𝑚𝑖𝑛 is 

called the synchronisation time step, which defines the time period over which the local times in all 

grid cells, which have been updated at different rates, are synchronised.  

Having started from the synchronized solution at the current time step, the solutions in each cell are 

updated using their local time steps. Using interpolation between different local times, we march the 

solutions in cells in time at rates in accordance with their update group, 2−𝑚 Once the solutions in all 

cells reach the synchronisation time step 𝜏0, we update the solutions in all cells by redistributing the 

fluxes between the adjacent cells of different sizes thereby preserving the flux conservation. A useful 

estimate of the speed-up of the asynchronous time stepping in comparison with the single (global) 

time stepping algorithm limited by the smallest time step can be obtained from the ratio of the average 

time step to the smallest time step, 

cE =
∑ (ℎ𝑞/(𝑢𝑞+𝑐)(𝑖))/Ni,q

min
i,q

((ℎ𝑞/(𝑢𝑞+𝑐)(𝑖)))
,         (3) 
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where 1 ≤ 𝑖 ≤ 𝑁, and  N is the total number of grid cells. 

The use of asynchronous time stepping has a clear advantage for the CoJeN problem. For example, 

the smallest time step based on the smallest cell in the unstructured sHM mesh results in a time step of 

3.4 x 10-5 𝐷𝑗/𝑈𝑗 where 𝐷𝑗 is the bypass nozzle lip diameter and 𝑈𝑗 is the jet velocity at the core 

nozzle exit. However, this time step is applied only for a small amount of cells (~1%). The number of 

the update groups of the asynchronous time stepping in this case is 8, which corresponds to 𝑀 = 7. 

This means that the time step for the largest cells is 2𝑀 = 128 times larger (4.9 x 10-3 𝐷𝑗/𝑈𝑗). 

Because of the distribution of the grid cell sizes, the sHM LES simulation has 15 times speed-up 

compared to the (global) single time stepping based on the smallest time step. On the structured mesh, 

which was optimized for RANS-LES method near the wall boundary, the size of smallest cell in the 

wall-normal direction is a factor of 3.75 smaller than that of the sHM grid. This reduces the minimum 

time step to 9.1 x 10-6 𝐷𝑗/𝑈𝑗. However, because the number of the smallest cells, which are clustered 

in the boundary layer and in the shear layer, is very small, the use of asynchronous time stepping (on 

the same number of update groups) on the structured grid is even more efficient than that on the sHM 

grid. Compared to the single time stepping, the speed-up due to the asynchronous time stepping 

reaches 35x. The speedup achieved partly compensates for the decrease of the smallest time step: the 

CABARET solution on the structured grid is only 40% slower than that on the unstructured sHM grid. 

Wall model 

The basic steps of the WMLES algorithm implemented in the CABARET flow solver are as 

follows. Inside the boundary layer mesh, each time step the cell centered values of the velocity and 

density are evaluated. These values are provided from CABARET to the wall model, which, in turn, 

returns the wall shear stress that is used as the wall boundary condition for CABARET. In particular, 

the wall model that has been employed in the present work is the one based on the algebraic method 

using Reichardt’s law as described in [33]. Reichardt’s law of the wall provides a relation between the 

dimensionless velocity in the boundary layer velocity units, 𝑢+ = 𝑈/√𝜏𝑤/𝜌 and the dimensionless 

wall coordinate y+. Here 𝜏𝑤 is the shear wall stress, 𝜌 is the local density, 𝑈 is the local stream-wise 
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velocity. 𝑦+ = 𝑦𝑢∗/𝜈, where 𝑦 is the wall-normal coordinate of the cell centre nearest to the wall, 𝑢∗ 

is the friction velocity estimated from the corresponding cell centre velocity, and 𝜈 is the kinematic 

viscosity. In accordance with the WMLES framework, the instantaneous velocity u is used as an 

external boundary condition input for u+. The resulting non-linear algebraic equation, using u, y, and 

the laminar viscosity, is solved by a simple Newton iteration, giving the wall shear stress required. 

Notably, the computational cost of the wall model is negligible (less than 0.1%) in comparison with 

the overall LES cost. 

Inflow synthetic turbulence condition at the nozzle inlets 

The turbulent inflow condition in the CABARET method consists of the three components. 

For obtaining of random velocity fluctuations in accordance with the synthetic turbulence generation 

method [34], a periodic box domain is considered. The area of the turbulence box size is adjusted to 

match the cross-section of the nozzle inlet. The stream-wise dimension of the box is such that it 

contains 2-3 lengths of 𝑈𝑖𝑛𝑙𝑒𝑡∆𝑡, where 𝑈𝑖𝑛𝑙𝑒𝑡 is the stream-wise flow velocity at the nozzle inlet. The 

value of 𝑈𝑖𝑛𝑙𝑒𝑡 is extrapolated from the interior numerical solution. ∆𝑡 is the local LES time step. 

Following [42], the von-Karman Pao wavenumber spectrum of the turbulent kinetic energy is used. 

The number of cells and wave forms in each direction of the box is adjusted so that the generated 

turbulent structures are resolved within 8-10 points of the LES grid in accordance with its resolution 

in the wall region. Since the state of the boundary layer at the nozzle exits in the CoJeN experiment is 

unknown, the magnitude of the input wavenumber spectrum is adjusted so that turbulence intensity at 

the nozzle exit is about 3% in agreement with the existing literature on turbulent inflow boundary 

conditions [43]. The output of the synthetic turbulence generator is random realisations of turbulent 

velocity fluctuations. The time series of turbulent velocity fluctuations imposed at the nozzle inlet are 

made consistent with the turbulence convection speed equal to the velocity at the nozzle inlet. This is 

achieved by first calculating the distance travelled by a turbulent structure 𝑈𝑖𝑛𝑙𝑒𝑡𝑡 for each simulation 

time moment 𝑡 and then using the velocity distributions in a cross-stream frame of the turbulence 

generator box corresponding to this distance for the inflow boundary condition.  
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The turbulent velocity fluctuations obtained from the turbulence box generator are superimposed on 

the meanflow profile of the stream-wise velocity for a channel flow solution, which is obtained from a 

precursor numerical simulation. The channel cross-section and the stream-wise velocity parameters 

are matched to those of the nozzle inlet. 

 The obtained unsteady velocity field at the nozzle cross-section is used in the characteristic boundary 

conditions of the CABARET scheme applied at the nozzle inlet. The characteristic boundary 

conditions are based on imposing the local Riemann invariants corresponding to the incoming waves, 

which for the subsonic inlets of the CoJeN nozzle correspond to one pressure wave, two tangential 

velocity components, and an entropy wave. The first three invariants include the velocity component 

specified in accordance with the synthesized incoming turbulent flow solution. 

To illustrate the work of the synthetic turbulence boundary condition, Fig.1a shows distributions of 

the mean stream-wise velocity component and its root-mean-square (r.m.s.) fluctuations inside the 

CoJeN nozzle. Radial profiles of the mean stream-wise velocity component and its r.m.s. at the bypass 

and the core nozzle exits are shown in Fig.1b. It can be noted that the distributions of meanflow 

velocity and turbulent velocity fluctuations, including those inside the core and bypass nozzles, are in 

a reasonable agreement with the expected shape of a turbulent boundary layer profile.  

 

 

 

Fig. 1 Effect of the synthetic turbulence boundary condition on meanflow velocity and r.m.s. 

fluctuations of the stream-wise velocity component: (a) nozzle symmetry plane, (b) radial 

profiles at the core and bypass nozzle exits. Contours of several velocity and velocity fluctuation 
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profiles inside the nozzle streams are shown in (a). The nondimensionalisations used for velocity 

and radial distance in (b) are based on the core and bypass nozzle parameters. 

B. RANS-LES method 

In the RANS/ILES method, standard steady boundary conditions are imposed at the nozzle inlets 

based on the total pressure and the total temperature of each jet stream. In the solver, the upstream and 

downstream states of the Roe flux were calculated using a monotone scheme of the 9th order with 

upwind-biased differences to ensure low numerical dissipation [38]. In the wall region, convective 

fluxes of the turbulence transport equation were calculated using the same Roe scheme as in the gas 

dynamics part of the Navier-Stokes equations. The upstream and downstream states were computed 

using the 5th order WENO method [38] for nozzle inlet and external boundaries. The structured grid is 

used. For time integration, an implicit time scheme is used with simulation time step 4.8 x 10-3 𝐷𝑗/𝑈𝑗. 

Similar to other hybrid RANS-LES methods, the same unsteady RANS equations with the Spalart-

Allmaras turbulence model are solved in both the RANS-region near the wall and the ILES-region by 

switching conditions between RANS and ILES. The switching is based on the modified wall distance 

𝑑𝐼𝐿𝐸𝑆 to nullify turbulent viscosity in ILES-region. A wall function or no-slip condition is defined 

depending on the wall-normal coordinate 𝑦+ of the center of the grid cell next to the wall. The 

modification is achieved by adjusting the distance in the dissipative term in the equation of the 

turbulence model, which procedure details are available in [36],[37], and [39]. Notably, the modified 

distance definition is slightly different from the conventional Detached Eddy Simulation (DES) 

methods and calculated using the equations as follows: 

𝑑𝐼𝐿𝐸𝑆 = 𝑚𝑎𝑥(𝑑𝛥, 𝑑𝑓) (4) 

𝑑𝛥 = 𝑑, under 𝑑 ≤ 𝐶𝐼𝐿𝐸𝑆 × 𝛥𝑚𝑎𝑥; 𝑑𝛥 = 10−6𝐻, under 𝑑 > 𝐶𝐼𝐿𝐸𝑆 × 𝛥𝑚𝑎𝑥 (5) 

𝑑𝑓 = 𝑑 × 𝑓𝑑, under 𝑓𝑑 ≥ 𝑓𝑑𝑚𝑖𝑛; 𝑑𝑓 = 10−6𝐻, under 𝑓𝑑 < 𝑓𝑑𝑚𝑖𝑛 (6) 

𝑓𝑑 = 𝑚𝑎𝑥(𝑓𝑑𝑡 , 𝑓𝑏)(1 + 𝑓𝑒 𝛹) (7) 

𝑓𝑑𝑡 = 𝑡𝑎𝑛ℎ((𝐶𝑑𝑡𝑟𝑑𝑡)
3) (8) 
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Here 𝑑 is the distance from the wall to the center of the current cell, 𝐶𝐼𝐿𝐸𝑆 = 1, 𝑓𝑑𝑚𝑖𝑛 = 0.01, 𝐻 is 

characteristic length, and Δ𝑚𝑎𝑥 is the maximum size of this grid cell. It should be noted that the role 

of 𝐶𝐼𝐿𝐸𝑆 differs from 𝐶𝐷𝐸𝑆 in the DES method [44]. Indeed, the parameter 𝐶𝐷𝐸𝑆 in DES has two 

functions: it determines the position of the transition from RANS to LES and, more importantly, is 

explicitly included in the expression of the Sub Grid Scale (SGS) turbulence model so that the value 

of the sub-grid viscosity depends on this parameter. Such explicit dependency would not be ideal for 

relatively dissipative schemes such as those based on upwind finite-differences for convective fluxes 

as used in the RANS-ILES method. This is because the effective turbulent viscosity of the method is a 

sum of the sub-grid-scale model viscosity and the viscosity of the numerical scheme. Therefore, in the 

case of the RANS/ILES method, the 𝐶𝐼𝐿𝐸𝑆 parameter only affects the location of the transition from 

RANS to ILES but not the actual SGS viscosity value. For this reason, the effect of the numerical 

dissipation on the solution is reduced. It can be further noted that equation (7), which defines𝑓𝑑  has a 

similar functional dependency to the one used in Improved Delayed Detached Eddy Simulations 

(IDDES) [45]. Function 𝑓𝑑𝑡 is defined by (8), where 𝐶𝑑𝑡 = 8. Other functions in the above equations 

are the same as those provided in [45].  

 

III. Nozzle geometry, computational grids, acoustic surfaces, and simulation run times 

A. SCN nozzle 

The considered nozzle geometry corresponds to the axisymmetric co-axial short-cowl nozzle (SCN), 

which detailed description can be found in [8]. The total temperature ratios, 
𝑇𝑜𝑏

𝑇𝑜𝑗
= 0.38 and bypass 

ratio 
𝑈𝑏

𝑈𝑗
= 0.64 were specified according to the conditions shown in table 1, where the subscripts j 

and b denote core (primary) and bypass (secondary) nozzles/jets, respectively. The sound speed, 

which was used to calculate the jet Mach numbers in table 1, was computed based on the 

corresponding flow temperature (primary or secondary) using 𝑐 = √𝛾𝑅𝑇𝑠𝑗 or √𝛾𝑅𝑇𝑠𝑏, where 𝑇𝑠𝑗 and 

𝑇𝑠𝑏 correspond to the local static temperatures in the core and bypass jet streams, and values for the 

gas constant, 𝑅 and the ratio of specific heats, 𝛾 of 287 
𝐽

𝑘𝑔∙𝐾
  and 1.4, respectively. The sound speed 
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for the ambient field at normal temperature and pressure conditions, 𝑇∞ =288.14◦K and 𝑃∞ = 99703 

Pa, is 341 m/s.  

A detailed drawing, showing all relevant dimensions of the SCN geometry, can be found in [8], Fig.3. 

In according with the drawing, the values for the lip diameters of the core and bypass nozzles are 

0.136m and 0.273m, respectively, the lip angle tangents of the core and bypass nozzles are 0.275 and 

0.191, respectively, and the bullet angle tangent is 0.363. 

The bypass nozzle lip diameter, 𝐷𝑗 (0.273m) and the core jet stream velocity, 𝑈𝑗 (480.7m/s) are 

further used as reference length and velocity scales in the rest of the article. The Reynolds number of 

the jet based on these two parameters is 3.0 106. 

Table 1. Main parameters of the OP1.3 CoJeN case 

 

 

B. Computational Grids 

Unstructured snappyHexMesh 

The first grid generation approach considered corresponds to the semi-automatic mesh generation 

process using the OpenFOAM utility “snappyHexMesh” (sHM). This mesh utility enables hexa-

dominant mesh generation from triangulated surface geometries (e.g. CAD geometry), an essential 

need for the LES treatment of complex geometries. Importantly, the mesh generation utility allows to 

generate locally fine patches of good quality Cartesian grid in the jet shear layers, where the azimuthal 

grid resolution is the standard bottle-neck of structured multiblock curvilinear grids. Furthermore, the 

sHM utility also has the capability to “snap” the mesh to the geometry as well as the ability to 

generate “layers” of body-fitted grid near the boundaries. The stream-wise dimension of the 

computational domain is about 100𝐷𝑗 and the other two dimensions of the mesh are 30𝐷𝑗 each. Fig.2 

Core Bypass (Dj=0.273m) 

Uj (m/s) 480.7 Ub (m/s) 306.8 

Mj 0.877 Mb 0.902 

Tsj (K) 775.6 Tsb (K) 288.14 

Ttj (K) 827.9 Ttb (K) 335.0 
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shows mesh elements in the 3D volume around the CoJeN nozzle geometry including zoom-in views 

in the symmetry plane of the nozzle. Importantly, the size and thickness of the grid layers of sHM 

near the boundary can be precisely controlled, which involves adding body-fitted hexahedral layers 

near the viscous wall boundary. During the automatic meshing procedure, the distance between the 

centre of the control volume closest to the boundary and the boundary itself is kept within a 

prescribed distance. Furthermore, a good quality Cartesian mesh is obtained in the region of the jet 

shear layers with taking into account the jet spreading. The unstructured LES grid generated by this 

method has 82 x 106 cells, which include a 3 cells per target boundary layer thickness (0.0018 𝐷𝑗 

inside the nozzle) with an expansion ratio of 2.0. In terms of the wall-normal grid size units y+, the 

grid resolution at the nozzle exit is estimated to be 20-30 based on the Reynolds number of the flow in 

the experiment. The nozzle lip cell sizes in the axial and radial directions are 0.0011𝐷𝑗 and 0.00026𝐷𝑗. 

Specific attention is given to the initial regions shear layer development, where extra refinement 

regions are placed after each nozzle lip. Thanks to the refinement, the number of grid cells in the 

initial shear layers around the jet circumference is kept sufficiently high: around 800 and 1400 for the 

core and bypass nozzle, respectively. Furthermore, because of the expected wake after the central 

body, a patch of dense Cartesian mesh is used is placed downstream of the bullet body. In each case, 

the grid refinement locations are determined from an initial low-resolution run of the same mesh and 

flow conditions. The final refined mesh is generated by the sHM routine using a script and takes 

several hours on 16 CPU cores without further user interaction.  

It can be noted that one downside of the sHM grid generation approach which is the lack of 

smoothness in the areas of local grid refinement. For this reason, and also due its unstructured 

hanging-node nature, the sHM has only been used in the CABARET LES calculations. Importantly, 

thanks to the compactness of the CABARET stencil, the extension of its basic algorithm to non-

uniform meshes of the sHM type is performed without a notable effect on the solution quality. 
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 (a)  (b) 

Fig. 2 Unstructured LES grid (sHM): a cross section in the symmetry plane (a) and grid details 

in a cross-stream plane (b). 

 

Structured Body-Fitted Grid  

A structured multiblock body-fitted grid for the CoJeN problem is created using ESI CFD-GEOM 

mesh generator based on the previous experience in turbofan engine nozzle simulations. In the process 

of the final mesh generation, several iterations are performed to optimize the direction of the fine 

mesh cones from the nozzle lips in order to obtain a sufficient resolution of mixing layer eddies. The 

final structured mesh consists of 78x106 control volumes (Fig. 3). The entire length of the 

computational domain is about 30𝐷𝑗 and the diameter of the mesh cone grows from about 15𝐷𝑗 to 

24𝐷𝑗. The number of cells in the jet circumferential direction is 240. For the bypass nozzle lip, the cell 

size in the boundary layer and the initial shear layer in the axial and the radial direction are about 

0.00073𝐷𝑗 and 0.00026𝐷𝑗, respectively. The resolution for the same at the core nozzle lip is 

0.00069𝐷𝑗 and 0.00020𝐷𝑗. 

In comparison with the unstructured sHM mesh, the structured mesh provides a factor of 3.75 

resolution in the wall-normal direction and is smoother. In fact, the mesh element distribution in the 

axisymmetric plane of the structured LES grid is much closer to the body-fitted curvilinear grid 

(Fig.4) for 3D-axisymmetric RANS calculations than to the unstructured sHM grid. Notably, the 

RANS grid has similar axial and radial dimensions in comparison with the structured LES grid and 
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was generated using a similar meshing platform. On the other hand, thanks to the local Cartesian grid 

refinement, the sHM grid is much more uniform in the shear layer regions, e.g. it has 4-6 times more 

grid resolution in the circumferential jet direction in comparison with the structured grid. 

Furthermore, the sHM grid also maintains a good Cartesian quality near the complex nozzle geometry 

elements such as the nozzle bullet, where preserving the same grid properties using a structured 

nonuniform grid approach could be a challenge.  

The generated structured multiblock grid has been used in both the RANS/ILES method, which 

requires a good-quality structured block hexahedral mesh and the CABARET method, which is less 

demanding in terms of the grid smoothness. 

 

   

 (a)  (b) 

Fig. 3. Structured multiblock body-fitted LES grid: a cross-section of the full computational 

domain in the symmetry plane (a) and a cross-section view near the nozzle (b). 
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Fig. 4 A multiblock body-fitted curvilinear mesh used in 3D-axisymmytic RANS calculations: the 

total grid count is 250 x 103 elements and the target value of y+ is 1. 

 

C. Ffowcs Williams –Hawkings integration surfaces 

For the far-field noise calculations, the standard retarded-time time-domain Ffowcs Williams –

Hawkings (FW-H) method is used with permeable acoustic integration surfaces and multiple closing 

discs [12],[19]. In the FW-H method, the LES solution is recorded on a set of integration surfaces, 

which confine the jet turbulence and main vorticity regions in the jet shear layers, and then integrated 

with the analytical free-space Green’s function solution to project the LES solution to the far-field 

sound.  

The acoustic spectra are computed for several polar angles to the jet flow corresponding to a 

geometrical far-field location at 73𝐷𝑗 from the trailing edge of the central body of the nozzle. For 

converting the time signal obtained from the FW-H calculation to the far-field pressure power spectral 

density based on the common definition of 1Hz as the reference frequency and 20µPa as the reference 

pressure, the standard statistical post-processing is applied based on the Welch method to deal with 

the Fourier transform of short time signal series. In the framework of the Welch method, the original 

LES signal is broken down into several intervals with 50% overlap, each of the intervals is Fourier 

transformed, and the final result is obtained by ensemble averaging over the intervals. Further details 

of the LES signal post-processing method can be found in [46]. 

Using points of the LES grid, acoustic integration surfaces are constructed in such a way to contain 

all significant noise sources. Following recommendations from the literature [12], the acoustic 
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surfaces are of a funnel shape to remain parallel to the developing shear layers. At the outlet, the 

surfaces are terminated with several closing discs designed to avoid the pseudo-sound artifacts by 

averaging the time signals produced by each individual disc. The position of the acoustic control 

surface around the jet and its length including the closing discs are adjusted depending on the LES 

grid in order to ensure a sufficient resolution of acoustic waves.  

For the unstructured sHM grid (Fig.5), the position of the conical FW-H surface was placed so that 

it starts one diameter upstream from the core nozzle lip and extends for about 22𝐷𝑗 in the axial 

direction, while the conical surface follows the jet expansion. The region from 18𝐷𝑗 to 22𝐷𝑗 is used 

for 16 closing-discs based on previous experience with this grid. The grid resolution corresponding to 

the acoustic surface location allows resolving acoustic waves at 8 grid points per wavelength for 

frequencies from 𝑆𝐷 = 20 in the vicinity of the early shear layers to 𝑆𝐷 = 3 at the furthest closing 

disc location. Here the Strouhal number is based on the bypass nozzle exit parameters, 𝑆𝐷 = 𝑓𝐷𝑗/𝑈𝑏 

where 𝑓 is dimensional sound frequency. As noted earlier, in this work, the sHM grid and the 

associated acoustic surfaces have been used with CABARET only. 

The structured multiblock grid is shorter in the axial direction in comparison with the sHM grid. 

Hence, for this grid, a shorter FW-H surface is selected (~17𝐷𝑗) in comparison with the sHM acoustic 

surface. To test sensitivity of the far-field noise predictions, three slightly different control surfaces 

are considered: (i) the acoustic surface of a similar conical shape and size of the closing-disc zone in 

comparison with the control surface on the sHM grid (Fig.6, compare with Fig.5) and (ii) two further 

acoustic surfaces, one of which has a slightly wider cone angle (shown in Fig.7) in comparison with 

(i) and the other one that has the same cone angle but starts further upstream from the bypass nozzle 

lip. Acoustic surfaces (ii) were constructed based on the previous experience with the RANS-ILES 

code [47],[48]. The surfaces are closed with 3 discs with a larger space in-between in comparison 

with acoustic surface (i), which contains 16 closing discs. Furthermore, to investigate sensitivity of 

the far-field acoustic solutions to the number of closing discs, further variations of acoustic surface (i) 

are considered with a smaller number of the closing discs: 3 and 2. The configurations of surface (i) 

with 2 and 3 closing discs are most similar to acoustic surfaces (ii). The highest resolved Strouhal 
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number at the control surfaces of the structured grid at 8 points per wavelength corresponds to 𝑆𝐷 =

10 − 20 in the beginning of the control surface and 𝑆𝐷 = 1 at the furthest closing disc. 

For far-field sound predictions, the RANS-ILES solution is used in combination with acoustic 

surfaces (ii). And CABARET LES is used for obtaining noise predictions for acoustic surfaces (i). For 

consistency, in each case, the far-field noise calculations are conducted in double precision. 

 

 

Fig. 5 Acoustic surfaces on the unstructured sHM grid: instantaneous jet velocity and pressure 

fields (axial velocity magnitude (m/s) [0, 480], pressure amplitudes, 𝑃 − 𝑃∞  (Pa) [-300, 300]) of 

the CABARET LES solution and locations of the acoustic integration surface with a region of 

the closing discs. 

 

 

Fig. 6 Acoustic surfaces (i) on the structured multiblock body-fitted grid: instantaneous jet 

velocity and pressure fields (axial velocity magnitude (m/s) [0, 480], pressure amplitudes, 𝑃 − 𝑃∞  
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(Pa) [-300, 300]) of the CABARET LES solution and locations of the acoustic integration surface 

with a region of the closing discs. 

 

 

Fig. 7 Acoustic surfaces (ii) on the structured multiblock body-fitted grid: instantaneous jet 

velocity and pressure fields (axial velocity magnitude (m/s) [0,480], pressure amplitudes, 𝑃 − 𝑃∞  

(Pa) [-300, 300]) of the RANS/ILES solution and locations of the two acoustic integration 

surfaces with a region of the closing discs. 

 

D. LES run times 

Long simulation run times or substantial computational requirements are well-known drawback of 

LES methods in comparison with RANS simulations, which for the CoJeN problem takes about one 

hour on a laptop. Hence, computational requirements of the LES methods on different grids are 

considered in detail here. 

The CABARET LES calculations are performed on a workstation equipped with 2 Titan RTX 

(24GB) GPU cards. 200 TUs (convective time units, 1TU = 𝐷𝑗/𝑈𝑗) are used as the spin-out time to 

reach a statistically stationary LES solution and the solution collection time for the subsequent 

statistical analysis corresponds to a further 400 TUs. The total time to the solution of the GPU-

CABARET method is 600TUs. The RANS/ILES solutions obtained on an MPI computer cluster of 50 

nodes with 2 Intel Xeon E5-2697a_v4 processors per node which amounts to 1600 computer cores 

altogether. 480 TUs are used to achieve a statistically stationary flow solution and the data are 
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collected for a further 340 TUs for statistical processing. The total time to the solution of the 

RANS/ILES method is 820TUs.  

It can be noted that 300 TUs are sufficient for statistical convergence of the LES solutions 

including the low frequencies important for jet noise, hence both the CABARET LES and the RANS-

ILES solutions are sufficiently well converged. The difference between the LES spin-out times is 

attributed to different treatments of the initial flow solution transients in the two LES methods which 

are based on very different time-stepping approaches.  

  

LES run times on the sHM grid and the structured multiblock grid are summarised in Table 2. 

Table 2. Amount of TUs obtained from 24 hours of LES run 

Unstructured sHM grid Structured multiblock grid 

CABARET on 2x 

NVidia Titan RTX 

(24 GB) 

CABARET on 4x 

NVidia GTX 1070 

(8GB)  

(24 GB) 

CABARET on 2x 

NVidia Titan RTX 

(24 GB) 

RANS/ILES on 

50 x Intel Xeon E5-

2697a_v4 

100 60 60 55 

 

It is further interesting to analyse the acceleration of the LES solution by reducing the grid size while 

using the same number of computing cores and the same computer architecture. Such analysis can be 

straightforwardly performed with the CABARET LES thanks to its use of unstructured grids. Two 

supplementary unstructured sHM grids are generated with the total grid count of about 12 x 106 cells 

each. The first grid corresponds to a factor of 2 coarsening in each direction in comparison with the 

baseline 82 x 106 cell sHM grid. The second grid corresponds to keeping the smallest cells in the 

boundary layer of the same size as in the 82 x 106 cell grid and coarsening the grid density outside of 

the boundary layer by a factor of 2 in each direction. The resulting CABARET LES run times on the 

considered three sHM grids are compared in Table 3. In all three cases, the same number of update 

groups of the asynchronous time stepping algorithm are used (𝑀 = 7). It can be noted that the 



22 
 

CABARET shows a factor of 8.5 acceleration for the uniformly coarsened LES grid case. In 

comparison with this, for the grid coarsening case with retaining the smallest grid cells in the 

boundary layer, the achieved acceleration is less, x6.7 due to a reduction of the minimum local time 

step. Notably, the asynchronous time stepping algorithms helps maintaining a good scalability of LES 

calculations on both these grids despite a factor of 2 difference in the smallest grid size between the 

cases. 

 

Table 3. Amount of TUs obtained from 24 hours of CABARET LES on 2x NVidia Titan RTX2 

(24 GB) 

Baseline sHM grid of 82 x 106 

cell  

Supplementary sHM grid of 

12 x 106 cells with 2x 

coarsening in all 3 directions 

Supplementary sHM grid of 

12 x 106 cells with 2x 

coarsening in all 3 directions 

but keeping the smallest cells 

in the boundary layer 

100 850 670 

 

IV. Results 

A. Flow solutions 

Following [14], results of the LES solutions for several radial profiles of the axial meanflow 

velocity component and time-averaged turbulent kinetic energy are compared with the experiment 

(digitized data from [14]) in Fig.8. Fig.8a compares the flow solutions of the CABARET LES method 

on the baseline sHM grid and those of the RANS/ILES method on the structured multiblock grid with 

the experiment. The RANS solutions are included in the same figure for reference. To further analyse 

the flow solution dependence on LES grid while keeping all other parameters the same, Fig.8b 

compares CABARET solutions on the sHM and structured multiblock grids with the experiment. 

Furthermore, Fig.9 compares the centerline distributions for the same methods. For example, Fig.9a 

shows the centerline meanflow velocity distributions for all four solutions compared with the 

experiment (CABARET on sHM, CABARET on the structured grid, RANS/ILES on the structured 
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grid, and RANS). Fig.9b show the root-mean-square (r.m.s.) fluctuations of the stream-wise velocity 

component for the same four solutions. The experimental data for r.m.s. velocity fluctuations are 

obtained by digitizing from [11]. To compare with the available centreline distributions from the 

experiment, the RANS solution for r.ms. of the stream-wise velocity fluctuation is computed from the 

turbulent kinetic energy following a commonly used relation between the turbulent velocity 

fluctuation in the stream-wise direction 〈𝑢1
′ 〉 and other two directions of the high-speed axisymmetric 

jet flow  〈𝑢1
′ 〉 = 1.5〈𝑢2

′ 〉 = 1.5〈𝑢3
′ 〉 (where 1 is in the jet flow direction and 2 and 3 are in the 

transverse plane normal to the jet). 

 The mean axial velocity distributions of the CABARET on the sHM grid and the RANS/ILES on 

the structured almost coincide one with another. The only notable difference occurs for jet locations 

close to the centerline for 𝑥/𝐷𝑗 ≤ 1.65 where the RANS/ILES solution over-emphasises the velocity 

deficit in the wake behind the nozzle bullet. The CABARET solution for the steam-wise velocity 

distribution on the structured grid is overamplified downstream of the central body along the jet 

centerline and but remains closer to the experiment downstream in the jet (compare Figs.8a, 8b and 

9a). The differences between the CABARET and RANS/ILES solutions in the initial jet region is 

likely to be caused by the effect of the synthetic turbulent inflow condition of the CABARET LES as 

well as by the non-uniform high-aspect ratio cells of the structured multiblock grid downstream of the 

nozzle bullet.  

Both the CABARET and the RANS/ILES show some amplification of the peak velocity 

amplitudes in the jet streams starting from the vicinity of the nozzle exit (Fig.8a). This is likely due to 

the fact that the boundary condition of the experiment at the nozzle exit was not reproduced precisely 

in either of the LES solutions. The peak velocity amplification in the LES becomes slightly more 

notable in the fully mixed coaxial jet region at 𝑥/𝐷𝑗 ≥ 4.21 where both the LES grids become coarser 

in comparison with the initial jet flow region thereby reducing the accuracy of modelling the small-

scale turbulent mixing. This is especially the case for the sHM grid, which has a good resolution upto 

𝑥/𝐷𝑗 = 4 − 5 and then becomes coarser than the structured multi-bock grid. This is demonstrated in 

Fig.8b by comparing the CABARET solutions for the meanflow velocity on the two grids. 
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The comparison of the LES solutions for turbulent kinetic energy follows a similar trend to the 

meanflow velocity solutions. The LES solutions on the two grids are close one to another and show 

somewhat amplified peak levels in comparison with the experiment. The RANS/ILES solution on the 

structured grid overemphasises the deep of turbulent kinetic energy which develops along the jet 

centerline at region at 𝑥/𝐷𝑗~4 while the CABARET solution on the sHM grid overpredicts the 

turbulent kinetic energy at larger distances 𝑥/𝐷𝑗 > 5 (Fig.8a). Again, both features can be explained 

by differences in the grid resolutions: the sHM grid is more uniform and higher quality closer to the 

nozzle whereas the structured grid maintains a better resolution over a longer distance downstream in 

the jet. For larger distances downstream in the jet, both LES solutions in Fig.8a show some 

amplification of the peaks of the turbulent kinetic energy distribution. The latter is consistent with the 

lack of jet mixing already revealed by inspection of the mean velocity profiles at these distances.  

Due to high-aspect-ratio anisotropic cells of the structured grid downstream of the nozzle bullet, the 

asynchronous time stepping procedure of the CABARET method cannot preserve the same local CFL 

number optimal for accuracy in all grid directions. As the result, the CABARET solution on the 

structured grid tends to suppress turbulent velocity fluctuations in the initial jet region due to a 

possible flow “relaminarisation” and later downstream in the jet, at 𝑥/𝐷𝑗 = 2.38 it transitions to 

turbulence again with generating overamplified peaks of the turbulent kinetic energy in jet shear 

layers (compare Fig.8b and Fig.9b). Importantly, from comparison of the two CABARET LES 

solutions with the same inflow boundary condition, the effect of anisotropic grid cells in the initial jet 

flow region appears to be more dominant in comparison with the effect of the synthetic turbulent 

inflow boundary condition. Further downstream in the jet, the quality of the structured grid improves 

especially in comparison with the sHM grid for 𝑥/𝐷𝑗 > 5, which leads to an improved agreement of 

the experiment in these jet regions. 

Overall, it can be seen that the agreement between the LES solutions and the experiment is 

generally good for jet locations 0.92 ≤ 𝑥/𝐷𝑗 ≤ 4.21. This range of jet locations covers the second 

part of the initial region, the interaction region, and the beginning of the mixed flow region, which 

contain dominant noise sources of the co-axial jet. The solutions on the sHM grid tend to be more 
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accurate in the initial jet flow region. The solutions on the structured multiblock grid tend to more 

accurate in the downstream part of the jet. 

In comparison with the LES solutions, the RANS solution shows a bigger variation with the 

experiment. In particular, the RANS solution for the meanflow velocity is in a good agreement with 

LES for the radial profiles (Fig.8a). For the centerline velocity distribution, the RANS meanflow 

velocity is offset corresponding to some 20% overprediction of the jet potential core length in 

comparison with the LES (Fig.9a). The turbulent kinetic energy from RANS shows more differences 

from the LES and the experiment especially along the jet centerline location, where the RANS 

solution notably amplifies the turbulent kinetic energy deficit in the coaxial jet interaction region, 

2.38 ≤ 𝑥/𝐷𝑗 ≤ 4.21. Furthermore, the RANS solution underpredicts the decay rate of turbulent 

kinetic energy further outside from the jet edge in comparison with the LES solution. And, due to the 

overpredicted potential core length, the centerline profile of turbulent velocity fluctuations of the 

RANS solution is also offset in comparison with the LES and the experiment (Fig.9b). All these 

discrepancies are due to the lack of the large-scale mixing in the RANS model. Still, interestingly, the 

RANS predictions of the peak turbulent kinetic energy in the bypass/ambient shear layers, which are 

most important for low-order jet noise modelling [18], are in a reasonable agreement with LES for a 

good range of jet locations within 0.55 ≤
𝑥

𝐷𝑗
≤ 6.41 (Fig.8a).  

 

(a) 
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(b) 

Fig. 8 Comparison of radial profiles of the mean axial velocity and the turbulent kinetic energy 

with experiment: (a) CABARET LES on the sHM grid, RANS/ILES on the structured 

multiblock grid and the axisymmetric RANS solution, (b) CABARET LES on the sHM grid and 

CABARET LES on the structured multiblock grid. The experimental data are digitized from 

[14]. 

 

 

 (a)  (b) 

Fig. 9 Comparison of the CABARET solutions on the unstructured sHM and the structured 

multiblock grid, the RANS/ILES solution on the structured multiblock grid and RANS with the 
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experiment: (a) centerline profile of the mean axial velocity and (b) centerline profile of the 

r.m.s. axial velocity fluctuations. 

 

B. Far-field acoustic modelling 

Fig.10 compares the noise spectra predictions of the CABARET method on the sHM grid and the 

RANS/ILES on the structured multiblock grid with the experiment for several polar angles from 30o 

to 120o to the jet flow. The Strouhal number definition is based on the bypass jet/nozzle parameters as 

discussed in Section IIIC. The vertical scale (line-to-line) in the plots is 10 dB. The configurations of 

the acoustic control surfaces used for sounds predictions depend on the LES grid and differ one from 

another: the control surface for the sHM grid is closed with 16 discs while 3 closing discs with a 

larger space in-between are used for the structured grid. Furthermore, for the RANS-ILES method, 

two control surfaces are considered, which differ by the cone angle and the surface length (see Section 

IIIC). 

The CABARET noise spectra predictions on the sHM grid are within 2dB from the experiment for 

0.06<StD <10 and most angles (some deterioration of accuracy to 2-3dB is seen at the intermediate 

angles 60-70o and frequencies StD =1-2). Most importantly, the peak noise spectra are captured within 

1 dB. The agreement with the experiment is particularly good at high frequencies, StD >2-3. 

The RANS/ILES noise spectra predictions on the two control surfaces are virtually the same. For 

frequencies, 0.2<StD <8 and polar angles from 40o to 90o, the accuracy of the RANS-ILES noise 

predictions is within 2-3B from the experiment. The predicted noise spectra show a drop off at 

frequencies StD > 8. In the case of sound radiated in the downstream (30o) and upstream (120o) 

directions, the high-frequency spectra drop-off follows a 3-5dB “hump” in the noise spectra 

predictions in comparison with the experiment for frequencies StD > 2-3. Furthermore, for frequencies 

lower than 0.2-0.4 and polar angles 90o and higher, the RANS/ILES noise spectra predictions are 3-5 

dB amplified in comparison with the experiment. The same accuracy is also obtained for the peak 

noise radiation angle 30o polar angle, where the RANS-ILES solution underpredicts the noise peak 

level by 2-3dB. 
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Fig. 11 shows the effect of the observed spectra difference on the overall sound power levels, 

where the frequency integration band is taken from Strouhal number 0.1 to 3.0 for all three datasets 

(the CABARET solution, the RANS/ILES solution, and the experiment) to produce the corresponding 

Band-Limited Over All Sound Pressure Levels (OASPL) directivity plot. The vertical scale of the 

figure is 5 dB (from line-to-line). The CABARET predictions are within 0.5-1 dB from the 

experiment for all polar angles except for 60-70o angles which show 1-1.5dB discrepancy with the 

experiment. Importantly, the peak sound levels are captured within 0.2dB.  

The OASPL prediction of the RANS/ILES method are within 1–1.5 dB from the experiment for 

polar angles from 60° to 100o. For downstream and upstream sound propagation angles, the 

discrepancy with the experiment (underprediction for small angles and overprediction for large 

angles) is 2-3dB. 

The differences between the acoustic spectra predictions of the CABARET and RANS/ILES 

methods are striking given the good agreement between the flow solutions of the two methods 

(Fig.8a). In order to further analyse these differences, noise spectra predictions of the CABARET LES 

on the sHM grid and the structured multiblock grid using a similar acoustic integration surface with 

the same number of closing discs are compared in Fig.12 for three typical polar angles. In comparison 

with the noise predictions on the sHM grid, the noise spectra solutions on the structured grid result in 

a 3-5dB amplification in the high-frequency range StD > 2-3 for 30o polar angle. This lift is similar to 

the “hump” observed in the RANS-ILES noise solution for the same frequencies and polar angle 

(Fig.10). Furthermore, the CABARET predictions on the structured grid show some 2-3dB 

underprediction of the noise peak at 30o angle and also amplification of frequencies lower than StD = 

0.05-0.1. Again, these are in consistence with the previously observed underprediction of the peak 

noise spectra of the RANS-ILES solution on the same grid. These revealed differences between the 

noise predictions of the CABARET method on the two grids can be attributed to the difference 

between the sHM grid and the structured multiblock in the initial jet flow region (see discussion in 

Section IIIB).  

Finally, to analyse the effect of the number of closing discs and the distance between them, Fig.13 

compares the spectra predictions of the CABARET LES on the structured multiblock grid with 16, 3, 
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and 2 closing discs. The last two configurations are obtained by using discs 1, 8 and 16 and also 1 and 

16 out of the original 16 closing discs of the same acoustic surface (Fig.6). The 2-disc configuration is 

similar to the previously considered control surfaces of the RANS-LES method in Fig.11 (KS-0 and 

KS-1) in terms of the distance between the adjacent discs, while the 3-disc configuration has the same 

number of closing discs. The most prominent effect of the decrease of the number of closing discs is 

in the spurious rise of low frequency spectra which reaches 3-6dB for 0.1<StD < 0.3, which is general 

agreement with [12]. Besides, the effect of insufficient number of closing discs appears to be in the 

spectra drop off at high frequencies (StD > 3-4), which partly balances the lift of high-frequency 

spectra on the structured grid for high observer angles, 60 and 90o (compare with Fig.12). The last 

two effects of the reduced number of closing discs can explain the early drop off of the high-

frequency noise spectra of the RANS-ILES solution and also the spurious lift of the low frequencies 

in comparison with the experiment and the CABARET solution (compare with Fig.10). It can be 

further argued that another factor, which helps improving the noise spectra predictions at highest 

frequencies (StD > 8) is the synthetic turbulence inflow boundary condition as well as the low-

dissipation property of the CABARET method. 
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Fig. 10 Comparison of Power Spectra Density predictions with the experiment using the FW-H 

method based on the CABARET LES on the sHM grid and the RANS/ILES on the structured 

grid (KS-0 and KS-1 correspond to two different control surfaces on the structured grid). The 

dB scale in the plot is 10dB. 

 

 

Fig. 11 Comparison of Band Limited Over All Sound Pressure Level predictions with the 

experiment using the FW-H method based on the CABARET LES on the sHM grid and the 

RANS/ILES on the structured grid (KS-0 and KS-1 correspond to two different control surfaces 

on the structured grid). The vertical scale is 5dB. 
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Fig. 12 Comparison of Power Spectra Density predictions with the experiment using the FW-H 

method based on the CABARET LES on the sHM grid and the structured grid based on 16 

closing discs. The dB scale in the plot is 2dB. 

 

 

Fig. 13 Comparison of Power Spectra Density predictions with the experiment using the FW-H 

method based on the CABARET LES on the same structured grid based on different numbers 

of closing discs:16,3 and 2. The dB scale in the plot is 2dB. 

 

IV Conclusion 

A consistent set of flow and noise data, which is representative of a high-speed hot-core jet issuing 

from a short-cowl co-axial nozzle with a bullet body and typical of commercial aero engines, is 

considered. The accuracy and computational speed of different approaches for flow and noise 
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simulation using Large Eddy Simulation (LES) is compared. In each case, LES is coupled with the 

Ffowcs Williams – Hawkings method (FW-H). The test conditions correspond to the so-called 

Operation Point (OP) 1.3 jet case from the EU Computation of Coaxial Jet Noise (CoJeN) experiment 

and the baseline axisymmetric Short Cowl Nozzle (SCN) geometry.  

The first LES approach is based on the high-resolution CABARET method for approximating the 

inviscid part of the governing Navier-Stokes equations on unstructured meshes. Three key properties 

of the current implementation of the CABARET LES method, which have been considered in some 

detail in the present publication, include asynchronous time stepping using a hierarchy of cell update 

groups tailored for the optimal CFL number for accuracy, a wall model, and a synthetic turbulent 

inflow boundary condition. The computer implementation of the current CABARET LES solver uses 

a small memory footprint which allows running it on Graphics Processing Units (GPUs) in the 

“compute under desk” mode using several “gaming” GPU cards or a few high-end GPUs. The GPU-

CABARET solutions with demonstrate a good scalability: reducing the overall LES grid size by a 

factor of 8 leads to the LES solution acceleration by a factor of 6.7-8.5 depending the size of the 

smallest grid cell. The second LES approach corresponds to a class of the state-of-the art hybrid 

RANS/Implicit LES method. The implemented hybrid approach is in the spirit of Improved Delayed 

Detached Eddy Simulation (IDDES). The same system of the Navier-Stokes equations and the 

turbulence model equation on the entire computational domain where the transition from RANS to 

LES is determined by a wall distance and flow parameters. Details of this procedure, which are 

somewhat different from the canonical DES approach are presented too. For solving the governing 

equations together with the turbulence model, a combination of a high-order Roe scheme and WENO 

is used together with implicit time stepping. The parallel implementation of the RANS/ILES method 

is run on a MPI cluster of 1600 computational cores. Two grid generation strategies for LES of co-

axial jet flows are considered. One is based on using the OpenFOAM snappyHexMesh (sHM) utility 

which allows to place refined grid patches of good-quality Cartesian grid where they are needed near 

the nozzle geometry including the early shear layers. The generated instructed sHM grid of 82 x 106 

cell grid has a good resolution in the initial and interaction region of the coaxial jet while its density in 

the mixed flow region downstream in the jet is less fine as a result of optimising the grid cell 
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distribution. The second LES strategy considered corresponds to a conventional structured multiblock 

curvilinear body-fitted grid. It has 78 x 106 cells in total. In comparison with the sHM, the structured 

body-fitted grid is much smoother, has a 3.75x finer resolution in the wall normal direction, and also 

have a better resolution downstream in the mixed flow region for turbulence modelling. However, the 

structured grid generation also produces high-aspect-ratio anisotropic cells in the initial jet flow 

region especially near the complex geometry elements such as near the nozzle bullet. The run times of 

the GPU-CABARET method on two high-end GPU cards and the RANS-ILES method on 1600 

computational cores on the same structured multiblock grid are the same within 10%. In comparison 

with these, CABARET on the unstructured sHM grid is a factor of 1.67 faster.  

In addition to the LES, Reynolds Averaged Navier Stokes (RANS) equations for the same nozzle 

geometry were obtained. The goal of the comparison with RANS was to evaluate trade-offs of using a 

faster but a lower-fidelity flow solution in comparison with LES for computing the meanflow velocity 

and turbulent kinetic energy in the co-axial jet flow, which quantities can be further used in low-order 

jet noise modelling schemes.  

The agreement between the LES solutions and the experiment both the meanflow velocity, 

turbulent kinetic energy, and r.m.s fluctuation of stream-wise velocity components is good for jet 

locations 0.92 ≤ 𝑥/𝐷𝑗 ≤ 4.21. This range of jet locations covers the second part of the initial region, 

the interaction region, and the beginning of the mixed flow region, which contain dominant noise 

sources of the coaxial jet. The LES solutions on the sHM grid tend to be more accurate in the initial 

jet flow region. The solutions on the structured multiblock grid are more accurate in the 

downstream part of the jet locations but less so in the initial jet region due to high-aspect-ratio 

anisotropic grid cells downstream of the bullet body. The importance of having good-quality 

isotropic grid cells in the initial jet flow region appears to be more dominant in comparison with the 

effect of the synthetic turbulent boundary condition. In comparison with LES, the RANS solution for 

turbulent kinetic energy shows discrepancies due to the underprediction of large-scale mixing in the 

jet core and also outside of jet shear layers due to limitations of the RANS turbulence model. Still, 

the RANS solution for the peak turbulent kinetic energy in the bypass/ambient shear layers, which is 
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most important for low-order jet noise modelling [18], are in a reasonable agreement with LES for a 

range of jet locations.  

For far-field noise modeling, the LES solutions are combined with the Ffowcs Williams – 

Hawkings method. A retarded-time penetrable integration surface formulation with multiple closing 

discs is used following recommendations in the literature. Noise spectra predictions of the CABARET 

method on the sHM grid are within 2dB from the experiment for 0.06<StD <10 where the Strouhal 

number is based on the bypass nozzle parameters for most polar angles in the region of 30° to 120° to 

the jet axis (apart from intermediate frequencies at angles 60-70o where the accuracy is 2-3dB). Most 

notably, the peak of the noise spectra at 30o angle is captured within 1 dB. In comparison with this, 

the accuracy of noise spectra predictions of the RANS-ILES method on the structured multiblock grid 

shows some variation depending on the polar angle and frequency. For frequencies 0.2<StD <8 and 

polar angles 40 - 90o, the accuracy of the RANS-ILES noise spectra predictions is within 2-3B from 

the experiment. However, for noise radiated in the downstream (30o) and upstream (120o) directions, 

there is a marked 3-5dB “hump” in the noise spectra predictions in comparison with the experiment 

for frequencies StD > 2-3. Furthermore, for polar angles 90o and higher, the RANS/ILES noise spectra 

predictions for frequencies StD < 0.2-0.4 show a 3-5 dB amplification in comparison with the 

experiment. The results of the two LES methods on the two different grids for Band Averaged 

OASPL directivity confirm the same trends as the revealed differences in noise spectra predictions. 

To understand the differences between the noise predictions of the LES methods on different grids 

and with different acoustic surfaces of the FW-H method, noise spectra predictions of the CABARET 

LES on the structured multiblock grid are compared with the CABARET predictions on the sHM 

grid. In both cases, the configuration of the acoustic surfaces was very similar including the details of 

location and number of the closing discs of the acoustic integration surface. In a separate test, the FW-

H predictions based on the CABARET LES solution on the same structured grid for different numbers 

of closing discs are compared. The acoustic control surface with a reduced number of closing discs of 

the CABARET method mimics the acoustic surface configuration of the RANS-ILES method on the 

same grid. The comparison between the noise spectra produced from the CABARET LES solution on 
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the two different grids suggests that the 3-5dB high-frequency noise amplification at 30o polar angle 

and 2-3dB peak noise underperdiction in the noise spectra solutions of the RANS-ILES method can 

be attributed to the anisotropy the structured multiblock grid in the initial jet flow region. The 

comparison of the noise predictions from different closing discs in the acoustic integration surface 

shows that an insufficient number of closing discs may lead to a faster attenuation of the high-

frequency noise spectra as well as to a spurious 3-6dB lift of the low frequency spectra in comparison 

with the experiment. 
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